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Statistics Review – Part 3 

3.3 Hypothesis tests (known 𝜎𝑦
2) 

• We hypothesized that mean height of a U of M student is 173cm 

 

• Collected a sample: y = {173.9, 171.7, …, 172.0} 

• Calculated 𝑦̅ = 174.1 

• Supposed (very unrealistically) that we knew 𝜎𝑦
2= 39.7 
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3.3.4 Test statistics 

• Just a more convenient way of getting the p-value for the test 

• Each hypothesis test would present us with a new normal curve 

that we would have to draw, and calculate a new area (see fig. 3.2) 

• Instead: standardize 

• This gives us one curve for all testing problems (the standard 

normal curve) 

• Calculate a bunch of areas under the curve, and tabulate them 

• Not an issue with modern computers, but this is still the way we do 

things 

• How to get a z test statistic? 

• Do a z test for our heights example. 
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3.3.5 Critical values 

3.3.6 Confidence intervals 
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3.4 Hypothesis Tests (unknown 𝜎𝑦
2) 

• Much more realistically, 𝜎𝑦
2 (variance of y) will be unknown. 

• Recall that: 𝑉𝑎𝑟[𝑦] =
𝜎𝑦
2

𝑛⁄  

• 𝑧 =
𝑦̅−𝜇𝑦,0

𝑠.𝑒.(𝑦̅)
=

𝑦̅−𝜇𝑦,0

√𝜎𝑦
2

𝑛⁄

 

• So, we need to estimate 𝜎𝑦
2 in order to perform hypothesis tests. 
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3.4.1 Estimating 𝜎𝑦
2 

• A “natural” estimator: 

 

• Is this a good estimator? Why or why not? 

• A better estimator: 

 

• Degrees-of-freedom correction 

  



8 

So: 

 

 

Note: for large n, the t test is equivalent to the z test 
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Chapter 2 Review Question 
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Chapter 3 Review Questions 

 

 


